Bose-Einstein condensates with balanced gain and loss beyond mean-field theory
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Most of the work done in the field of Bose-Einstein condensates with balanced gain and loss has been performed in the mean-field approximation using the $\mathcal{P}\mathcal{T}$-symmetric Gross-Pitaevskii equation. In this work we study the many-particle dynamics of a two-mode condensate with balanced gain and loss described by a master equation in Lindblad form whose purity periodically drops to small values but then is nearly completely restored. This effect cannot be covered by the mean-field approximation, in which a completely pure condensate is assumed. We present analytic solutions for the dynamics in the noninteracting limit and use the Bogoliubov backreaction method to discuss the influence of the on-site interaction. Our main result is that the strength of the purity revivals is almost exclusively determined by the strength of the gain and loss and is independent of the amount of particles in the system and the interaction strength. For larger particle numbers, however, strong revivals are shifted towards longer times, but by increasing the interaction strength these strong revivals again occur earlier.
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I. INTRODUCTION

An open quantum system in which particles are injected and removed in such a way that it nevertheless supports stationary solutions is called a quantum system with balanced gain and loss. Using imaginary potentials is an elegant approach to describe the in- and outflux of particles. If the imaginary potential is $\mathcal{P}\mathcal{T}$ symmetric or, more generally speaking, pseudo-Hermitian stationary solutions exist under certain conditions [6,7].

Although the concept of $\mathcal{P}\mathcal{T}$ symmetry originates from quantum mechanics the first realization of $\mathcal{P}\mathcal{T}$-symmetric systems succeeded in optical waveguides [8–11], and as a result the focus has somewhat shifted towards optics. However, to discuss quantum effects in systems with balanced gain and loss it is necessary to study a genuine quantum system.

A promising candidate for the realization of a genuine quantum system with balanced gain and loss is a Bose-Einstein condensate in a double-well potential with an influx of particles in one well and an outflux from the other. Such a system can be described in the mean-field limit by the Gross-Pitaevskii equation, where balanced gain and loss is introduced through a $\mathcal{P}\mathcal{T}$-symmetric imaginary potential. This has been investigated using a double-$\delta$ potential [12] and a spatially extended double well [13], and in both cases stationary stable solutions were found. Furthermore, proposals for the realization of such a system exist by embedding the $\mathcal{P}\mathcal{T}$-symmetric double well in a larger Hermitian system [14].

These studies were performed in the mean-field limit and thus it was assumed that all particles are in the condensed phase, i.e., the single-particle density matrix is quantum mechanically pure. However, the purity of a condensate is reduced by both the coupling to the environment and the interaction of the particles [15]. Furthermore, in systems with balanced gain and loss we are especially interested in an exchange of particles with the environment, thus, it cannot be expected that a description in the mean-field limit is appropriate. To check this expectation it is necessary to carry out an analysis in the many-particle system.

A possible many-particle description is given by a Bose-Hubbard model with $\mathcal{P}\mathcal{T}$-symmetric complex on-site energies [16,17], however, the mean-field limit of this approach does not yield the Gross-Pitaevskii equation but only a similar equation, in which the nonlinear term is divided by the norm squared of the state. Although the normalized stationary solutions are the same as for the Gross-Pitaevskii equation the dynamics differ [18,19] and, thus, it is not the many-particle description we are looking for.

Introducing the gain and loss terms via a master equation in Lindblad form [20] where the coherent dynamics is governed by the Bose-Hubbard Hamiltonian does yield the Gross-Pitaevskii equation with imaginary potentials in the mean-field limit [21–23]. The strengths of the imaginary potentials are then given by the rate of the Lindblad superoperators. Master equations are routinely used to describe phase noise and both feeding and depleting of a Bose-Einstein condensate [15,24].

By choosing the rate of the Lindblad superoperators in an appropriate manner we obtain a quantum master equation with balanced gain and loss which has been introduced in Ref. [23]. It was shown that characteristic properties of $\mathcal{P}\mathcal{T}$-symmetric systems such as the in-phase pulsing between the lattice sites are also supported by the master equation. Comparing the time evolution of expectation values such as the particle number showed that there is an excellent agreement between the results of the master equation with balanced gain and loss and the $\mathcal{P}\mathcal{T}$-symmetric Gross-Pitaevskii equation.

However, the many-particle dynamics reveals that the condensate can differ substantially from a completely pure condensate as assumed in the mean-field approximation, which we could show in Ref. [25]. In fact a periodic revival of the condensate’s purity is observed where the purity drops to small values but afterwards is nearly completely restored. These oscillations were found to be in phase with the oscillations of the total particle number. These results are relevant, for instance, in the context of continuous atom lasers if the pumping and outcoupling occurs at different sites [26].

Such a collapse and revival of a condensate has already been observed in an optical lattice after ramping up the potential...
barrier to inhibit tunneling [27]. However, these revivals occur due to the interaction between the particles and are damped by particle losses [28,29], which stands in contrast to the purity oscillations found in systems with balanced gain and loss. In the latter case the coupling to the environment is the driver behind the revivals [25]. Also it was shown that the purity of a Bose-Einstein condensate with dissipation and phase noise can show a single revival before it decays afterwards [22,30,31].

In this paper we deepen the discussion of purity oscillations of quantum systems with balanced gain and loss by using the Bogoliubov backreaction method [32,33] in addition to directly calculating the many-particle dynamics with the master equation. The Bogoliubov backreaction method yields a closed set of differential equations for the elements of the single-particle density matrix and the covariances. Without interaction between the particles the dynamics can be solved analytically in Sec. III, which allows us to understand different initial states and the influence of the initial particle state with balanced gain and loss introduced in Ref. [23] given in Sec. VII.

II. TWO-MODE SYSTEM WITH BALANCED GAIN AND LOSS

The many-particle description of a Bose-Einstein condensate with balanced gain and loss is introduced and the Bogoliubov backreaction method is extended to systems with gain and loss. The dynamics of the noninteracting limit is solved analytically in Sec. III, which allows us to understand many effects also present with interaction. In Sec. IV the accuracy and the limitations of the Bogoliubov backreaction method are discussed by comparison with the results of the master equation. A detailed study of the purity revivals for different initial states and the influence of the initial particle number and the interaction strength follows in Sec. V. Finally, calculating the eigenvector to the macroscopic eigenvalue of the single-particle density matrix in Sec. VI allows a direct comparison with the mean-field state. Conclusions are drawn in Sec. VII.

\[
\frac{d}{dt} \hat{\rho} = -i[H, \hat{\rho}] + \mathcal{L}_{\text{loss}} \hat{\rho} + \mathcal{L}_{\text{gain}} \hat{\rho},
\]

\[
H = -J (\hat{a}_1 \hat{a}_2 + \hat{a}_2 \hat{a}_1) + \frac{U}{2} (\hat{a}_1^\dagger \hat{a}_1 \hat{a}_1 + \hat{a}_2^\dagger \hat{a}_2 \hat{a}_2),
\]

\[
\mathcal{L}_{\text{loss}} \hat{\rho} = -\frac{\gamma_{\text{loss}}}{2} (\hat{a}_1 \hat{a}_1 \hat{a}_1 + \hat{a}_2 \hat{a}_2 \hat{a}_2),
\]

\[
\mathcal{L}_{\text{gain}} \hat{\rho} = -\frac{\gamma_{\text{gain}}}{2} (\hat{a}_1 \hat{a}_1 \hat{a}_1 + \hat{a}_2 \hat{a}_2 \hat{a}_2),
\]

where the bosonic creation and annihilation operators \( \hat{a}_j^\dagger \) and \( \hat{a}_j \) are used and we set \( \hbar = 1 \).

The coherent dynamics of bosonic atoms in the lowest-energy Bloch band of an optical lattice are described by the Bose-Hubbard Hamiltonian [34] in Eq. (1b). In the two-mode formulation the Hamiltonian is well suited to describe a Bose-Einstein condensate in a double-well potential [35]. The first term of Eq. (1b) describes tunneling between the two lattice sites and the second term describes an on-site interaction between the particles. The strength of the tunneling is given by the parameter \( J \), which for all results shown in this work is taken to be \( J = 1 \). This choice effectively sets the time scale to \( \tau = \hbar/J \).

To define the strength of the on-site interaction we use the macroscopic interaction strength

\[
g = (N_0 - 1)U,
\]

which depends on the initial amount of particles \( N_0 \) in the system.

The controlled outcoupling of particles at lattice site 1 could be realized by a focused electron beam. It was demonstrated that using a commercial electron microscope it is possible to remove atoms from single sites of an optical lattice [36–38]. If an incident electron collides with an atom, the atom is ionized or excited and escapes the trapping potential. Additionally there are secondary collisions which lead to further atom losses. Since it was shown that there is almost no heating due to the electron beam it can be seen as an almost pure dissipative effect describable by a Lindblad superoperator of the form (1c).

A continuous and coherent in-coupling of atoms into a Bose-Einstein condensate was experimentally realized by feeding from a second condensate [26], thus being a possible realization for the particle gain at lattice site 2. In this setup the second condensate acts as a source of particles and is located above the first condensate. By applying a continuous radio-frequency field, atoms in the source condensate make a transition from an \( m_F = 2 \) state to an \( m_F = 0 \) state. As a result they leave the magneto-optical trap and begin to fall under the action of gravity towards the lower condensate. An upward propagating light beam causes a transition of the falling atoms into a state from which they are stimulated to emit into the state of the lower condensate. A subsequent study indicated that the pumping occurs in a Raman superradiantlike process [39–41].

The parameters \( \gamma_{\text{loss}} \) and \( \gamma_{\text{gain}} \) determine the strength of the particle gain and loss. They are balanced in the following way:

\[
\gamma_{\text{loss}} = \frac{N_0 + 2}{N_0} \gamma_{\text{gain}} \equiv \gamma,
\]

which ensures that if half of the particles are at each lattice site then, for short times, the particle gain and loss have equal strength [23]. In this work we will use the abbreviation \( \gamma \equiv \gamma_{\text{loss}} \) to define the strength of the in- and out-coupling and \( \gamma_{\text{gain}} \) is always chosen such that it fulfills Eq. (3).

The Bogoliubov backreaction method [32,33] allows us to calculate the time evolution of the single-particle density matrix instead of solving the many-particle dynamics. The time derivative of the single-particle density matrix \( \sigma_{jk} = \langle \hat{a}_j^\dagger \hat{a}_k \rangle \) calculated with the master equation (1) reads

\[
\frac{d}{dt} \sigma_{jk} = -i J (\sigma_{j+1,k} + \sigma_{j-1,k} - \sigma_{j,k+1} - \sigma_{j,k-1})
\]

\[
- i U (\sigma_{kk} \sigma_{jk} - \sigma_{jj} \sigma_{jk} + \Delta_{jkk} - \Delta_{jjk})
\]
where \( \gamma_{\text{gain},j} \) and \( \gamma_{\text{loss},j} \) are the strength of the gain and loss contributions at lattice site \( j \). In this representation Eq. (4) is more general than Eqs. (1) since it holds for a Bose-Hubbard chain with arbitrary length and gain and loss at arbitrary lattice sites.

However, Eq. (4) does not yield a closed set of differential equations because of the covariances

\[
\Delta_{jklm} = \langle \hat{a}^\dagger_j \hat{a}^\dagger_k \hat{a}^\dagger_l \hat{a}^\dagger_m \rangle - \langle \hat{a}^\dagger_j \hat{a}^\dagger_k \rangle \langle \hat{a}^\dagger_l \hat{a}^\dagger_m \rangle.
\]

Neglecting the covariances, i.e. approximating second-order expectation values by a product of first-order expectation values \( \langle \hat{a}^\dagger_j \hat{a}^\dagger_k \hat{a}^\dagger_l \hat{a}^\dagger_m \rangle \approx \langle \hat{a}^\dagger_j \hat{a}^\dagger_k \rangle \langle \hat{a}^\dagger_l \hat{a}^\dagger_m \rangle \), would lead to a closed set of differential equations but is only valid for large particle numbers and close to pure condensates.

The Bogoliubov backreaction improves the approximation by taking the time evolution of the covariances into account. This method has been successfully used for closed systems [32,33,42] and systems with dissipation [22], thus, we expect to obtain also accurate results for systems with both gain and loss. Calculating the time derivative of the covariances will again result in expectation values of higher order due to the nonlinear term. These third-order expectation values are approximated by a product of first-order and second-order expectation values in the following way [32]:

\[
\langle \hat{a}^\dagger_j \hat{a}^\dagger_k \hat{a}^\dagger_l \hat{a}^\dagger_m \hat{a}_n \rangle \\
\approx \langle \hat{a}^\dagger_j \hat{a}^\dagger_k \rangle \langle \hat{a}^\dagger_l \hat{a}^\dagger_m \rangle \langle \hat{a}^\dagger_n \hat{a}_i \rangle + \langle \hat{a}^\dagger_j \hat{a}^\dagger_k \rangle \langle \hat{a}^\dagger_l \hat{a}^\dagger_m \hat{a}_n \rangle \langle \hat{a}^\dagger_i \hat{a}^\dagger_j \rangle - 2 \langle \hat{a}^\dagger_j \hat{a}^\dagger_k \hat{a}^\dagger_l \hat{a}^\dagger_m \rangle \langle \hat{a}^\dagger_i \hat{a}^\dagger_j \rangle.
\]

Using the approximation (6) the time derivatives of the covariances read

\[
\frac{d}{dt} \Delta_{jklm} = -iJ \Delta_{j+1,klm} + \Delta_{j-1,klm} - \Delta_{j,k+1,lm} - \Delta_{j,k-1,lm} \\
+ \Delta_{jkl+1,-1} - \Delta_{jklm+1} - \Delta_{jklm-1} - \Delta_{jklm-1} \\
+ iU[\Delta_{jklm}(\sigma_{jj} - \sigma_{kk} + \sigma_{ll} - \sigma_{mm}) \\
+ \Delta_{jklm}(\sigma_{jk} - \Delta_{kk} \sigma_{lm}) + \Delta_{jklm}(\sigma_{kl} - \Delta_{jm} \sigma_{lm})] \\
- \gamma_{\text{loss},j} \gamma_{\text{loss},k} \gamma_{\text{loss},l} \gamma_{\text{loss},m} \Delta_{jklm} \\
+ \delta_{kl} \gamma_{\text{loss},k} \gamma_{\text{loss},m} \sigma_{jm} \\
+ \gamma_{\text{gain},j} \gamma_{\text{gain},k} + \gamma_{\text{gain},l} \gamma_{\text{gain},m} \Delta_{jklm} \\
+ \delta_{jm} \gamma_{\text{gain},j} \gamma_{\text{gain},m} (\sigma_{kl} + \delta_{jk})
\]

which form, together with Eq. (4), a closed set of differential equations.

For \( M \) lattice sites Eq. (4) yields \( M^2 \) complex equations and Eq. (7) \( M^4 \) complex equations. However, the single-particle density matrix contains only \( M^2 \) independent real elements due to \( \sigma_{jk} = \sigma_{kj} \), and there are only \( \frac{1}{2}(M^4 + M^2) \) independent real quantities for the covariances due to \( \Delta_{jklm} = \Delta_{mklj} = \Delta_{lmjk} - \delta_{jm} \Omega_{lk} + \delta_{ik} \sigma_{jm} \). When choosing the independent covariances one has to keep in mind that commutation relations for the indices of the covariances do not necessarily hold for their time derivatives given by Eq. (7) as a result of the approximation (6).

For the two-mode system considered here we can use the Bloch representation [33]. The four real independent quantities of the single-particle density matrix are then given by the expectation values \( s_j = \langle \hat{L}_j \rangle \) and \( n = \langle \hat{n} \rangle \) of the four Heimert operators,

\[
\hat{L}_x = \frac{1}{\sqrt{2}}(\hat{a}^\dagger_1 \hat{a}_2 + \hat{a}^\dagger_2 \hat{a}_1), \quad \hat{L}_y = \frac{i}{\sqrt{2}}(\hat{a}^\dagger_1 \hat{a}_2 - \hat{a}^\dagger_2 \hat{a}_1), \quad \hat{L}_z = \frac{1}{\sqrt{2}}(\hat{a}^\dagger_2 \hat{a}_1 - \hat{a}^\dagger_1 \hat{a}_2), \quad \hat{n} = \hat{a}^\dagger_1 \hat{a}_1 + \hat{a}^\dagger_2 \hat{a}_2,
\]

and the ten real independent covariances are the covariances between these operators

\[
\Delta_{jk} = \langle \hat{A}_j \hat{A}_k + \hat{A}_k \hat{A}_j \rangle - 2 \langle \hat{A}_j \rangle \langle \hat{A}_k \rangle,
\]

where \( \hat{A}_j \in \{ \hat{L}_x, \hat{L}_y, \hat{L}_z, \hat{n} \} \). The time derivatives of \( s_j \) and \( \Delta_{jk} \) are then given by linear combinations of Eqs. (4) and (7), respectively. They read

\[
\dot{s}_x = -U(s_x s_z + 2s_y) - \gamma_{-s_x}, \quad \dot{s}_y = 2J s_x + U(s_x s_z + 2s_y) - \gamma_{-s_y}, \quad \dot{s}_z = -2J s_x + \gamma_{+s_x} n - \gamma_{-s_z} + \gamma_{\text{gain}}, \\
\dot{n} = -\gamma_{-n} + \gamma_{+s_z} + \gamma_{\text{gain}}, \\
\dot{\Delta}_{xx} = -2U(s_x \Delta_{xy} + s_z \Delta_{xz}), \\
\dot{\Delta}_{yy} = -2U(s_x \Delta_{xy} + s_z \Delta_{xz}), \\
\dot{\Delta}_{zz} = -2U(s_x \Delta_{xy} + s_z \Delta_{xz}), \\
\dot{\Delta}_{xy} = -2U(s_x \Delta_{xy} + s_z \Delta_{xz}), \\
\dot{\Delta}_{xz} = -2U(s_x \Delta_{xy} + s_z \Delta_{xz}),
\]

which together with Eq. (4) form a closed set of differential equations.
\[
\Delta_{nn} = -\gamma_-(2\Delta_{nn} + 2\sigma_{\gamma}) + \gamma_+(4\Delta_{nn} + 2n) + 2\gamma_{\text{gain}}, \tag{11j}
\]

with \(\gamma_- = (\gamma_{\text{loss}} - \gamma_{\text{gain}})/2\) and \(\gamma_+ = (\gamma_{\text{loss}} + \gamma_{\text{gain}})/2\). The differential equations of the first-order moments (10) and the second-order moments (11) are coupled via the nonlinear interaction term, i.e., terms containing the parameter \(U\). Furthermore, the differential equation of \(n\) (10d) and the covariances of \(n\) (11g)–(11j) are coupled to the remaining equations only by terms containing \(\gamma\), which is not surprising since these terms arise due to the gain and loss of particles, and without them the particle number is conserved. The inhomogeneities of all differential equations contain only \(\gamma_{\text{gain}}\), thus, they solely arise due to the particle gain.

Starting from Eq. (4) the mean-field approximation is obtained by assuming a pure condensate, i.e., \(\sigma_{jk} = c_j^*c_k\) with the mean-field occupation coefficients \(c_i\) of site \(i\), and neglecting the covariances. Both assumptions hold in the limit \(N_0 \to \infty\). For the two-mode system with balanced gain and loss (1) the mean-field limit is the \(PT\)-symmetric Gross-Pitaevskii equation [23],

\[
i \frac{d}{dt}c_1 = -Jc_2 + g|c_1|^2c_1 - i\frac{\gamma}{2}c_1, \tag{12a}
\]

\[
i \frac{d}{dt}c_2 = -Jc_1 + g|c_2|^2c_2 + i\frac{\gamma}{2}c_2. \tag{12b}
\]

In the mean-field limit a state is defined by two complex numbers \(c = (c_1, c_2)^T\), whereas only two real degrees of freedom remain due to normalization and the choice of a global phase. The corresponding many-particle state with a total number of \(N_0\) particles is, in the Fock basis \([n_1, n_2]\), given by [23]

\[
|\psi\rangle = \sum_{m=0}^{N_0} \sqrt{\binom{N_0}{m}} c_1^{N_0-m} c_2^m |N_0 - m, m\rangle. \tag{13}
\]

The Gross-Pitaevskii equation (12) supports two \(PT\)-symmetric stationary solutions

\[
c_1 = \pm \frac{1}{\sqrt{2}} \exp \left[ \pm i \sin \left( \frac{\gamma}{2J} \right) \right], \quad c_2 = \frac{1}{\sqrt{2}}, \quad \gamma \leq 2J \tag{14}
\]

which exist for \(|\gamma| \leq 2J\) and which we will call the ground (positive signs) and excited state (negative signs) of the system [17,23]. In addition there are two \(PT\)-broken solutions for \(|\gamma| \geq \sqrt{4J^2 - g^2}\).

In this work we use results obtained by directly solving the master equation (1) via the quantum jump method [43,44] and results obtained by integrating the differential equations (10) and (11) of the Bogoliubov backreaction method. For the quantum jump method an average over a certain amount of quantum trajectories is performed till the results converge.

The essential quantity discussed in this work is the purity of the reduced single-particle density matrix \(\sigma_{\text{red,}jk} = \sigma_{jk}/tr\sigma\), which measures how close the condensate is to a pure Bose-Einstein condensate,

\[
P = 2 tr \sigma_{\text{red}}^2 - 1 = \frac{x_+^2 + x_-^2 + y_+^2}{n^2} \in [0,1]. \tag{15}
\]

A pure condensate with \(P = 1\) is described by a product state as it is assumed for the Gross-Pitaevskii equation. In this case all particles are in the condensed mode since all but one eigenvalue of \(\sigma_{\text{red}}\) vanish. An increasing occupation of the noncondensed mode reduces the value of \(P\). If more than one eigenvalue is large the condensate is called fragmented [45].

For a given initial particle number \(N_0\) a pure state has only two degrees of freedom,

\[
s_x = N_0 \sin(\theta) \cos(\varphi), \tag{16a}
\]

\[
s_y = N_0 \sin(\theta) \sin(\varphi), \tag{16b}
\]

\[
s_z = N_0 \cos(\theta). \tag{16c}
\]

In the following pure states will therefore be characterized by the two angles \(\varphi\) and \(\theta\). They are obtained from the normalized \(c_{1/2}/\theta = \cos(1 - 2|c_0|^2)\) and \(\varphi = \arctan(c_1/c_0)\). Accordingly the two \(PT\)-symmetric solutions (14) are given by \(\theta = \pi/2\) and \(\varphi = \pi/2 \mp \arctan(\gamma/2J)\).

The purity of the condensate can be measured in interference experiments where the double-well trap is turned off and as a result the condensate expands and interferes [46,47]. The average contrast [30,31,46] in such an experiment is obtained by averaging over various realizations [48] and is given by

\[
v = \frac{2|\langle \hat{a}_1^\dagger \hat{a}_2 \rangle|}{\langle \hat{a}_1^\dagger \hat{a}_1 \rangle + \langle \hat{a}_2^\dagger \hat{a}_2 \rangle} = \sqrt{\frac{s_x^2 + s_y^2}{n^2}} \in [0,1]. \tag{17}
\]

By introducing the squared imbalance of the particle number in the two lattice sites

\[
I = \left( \frac{\langle \hat{a}_1^\dagger \hat{a}_1 \rangle - \langle \hat{a}_2^\dagger \hat{a}_2 \rangle}{\langle \hat{a}_1^\dagger \hat{a}_1 \rangle + \langle \hat{a}_2^\dagger \hat{a}_2 \rangle} \right)^2 = \frac{s_x^2}{n^2} \in [0,1], \tag{18}
\]

the squared average contrast can be written as

\[
v^2 = P - I. \tag{19}
\]

This shows that the purity is the upper limit for the squared contrast and for equally distributed particles the two quantities are identical.

III. NONINTERACTING LIMIT

For vanishing interaction, i.e., \(U = 0\), the differential equations of the first-order moments (10) and the second-order moments (11) decouple. Thus, the first-order moments already yield a closed set of linear differential equations

\[
\dot{s}_x = -\gamma_- s_x, \tag{20a}
\]

\[
\dot{s}_y = 2J s_z - \gamma_- s_y, \tag{20b}
\]

\[
\dot{s}_z = -2J s_y + s_+ s_- - \gamma_- s_z + \gamma_+ s_x, \tag{20c}
\]

\[
\dot{n} = -\gamma_- n + \gamma_+ s_x + \gamma_+ s_y, \tag{20d}
\]

which can be solved analytically.

There is an oscillatory regime for \(4J^2 > \gamma_+^2\) in which the solution reads

\[
s_x(t) = \kappa_1 e^{-\gamma_- t}, \tag{21a}
\]

\[
sh(t) = \alpha_2 + [\gamma_+ \kappa_2 + 2J \kappa_3 \cos(\omega t - \kappa_4)] e^{-\gamma_- t}. \tag{21b}
\]
These envelope functions are obtained by calculating the purity (15) for the solutions (21) and setting $\kappa_3 \cos(\omega l - \kappa_4) = \mp |\kappa_3|$ and $\kappa_3 \sin(\omega l - \kappa_4) = 0$.

Since the initial particle number $N_0$ is much larger than the system parameters $J$ and $\gamma$, and the initial values for $s_{x,y,z}$ all scale with $N_0$, we can expand Eq. (23) in powers of $N_0$. This is done for all terms except the time dependent term $e^{\gamma l}$ since $t$ might be large. The calculation shows that the leading order of both the numerator and the denominator is $N_0^2$. By neglecting all other orders the remaining influence of $N_0$ is only in the exponential term $e^{\gamma l}$. With Eq. (3) we can write $\gamma_+ = \gamma_{\text{loss}}/(N_0 + 2) \approx \gamma_{\text{loss}}/N_0$ and thus $e^{\gamma l} \approx e^{\gamma_{\text{loss}} l/N_0}$.

This shows that for $N_0 \gg 1$ the initial particle number only changes the time scale of $P_{\text{loss}}$. Multiplying $N_0$ with a factor effectively stretches the time scale by this factor. Thus, the dynamics of the envelope functions are slower for higher particle numbers. Since the envelope functions define the strength of the purity revivals we can conclude that not the strength of the revivals is changed by $N_0$ but only the time at which strong revivals occur.

This can be checked in Fig. 1(a), which shows the envelope functions for three different initial particle numbers $N_0$. The rescaled time parameter $t/N_0$ is used so that we expect all envelopes to become similar for $N_0 \gg 1$. In fact the upper envelope function is virtually identical for all particle numbers. The lower envelope function is different in the initial area and especially $P_{\text{loss}}(t = 0)$ has different values. This difference, however, vanishes for large particle numbers and consequently the difference between $N_0 = 10000$ and $N_0 = 500$ is much smaller than that between $N_0 = 500$ and $N_0 = 100$. For $t/N_0 \geq 0.04$ also the lower envelope functions lie almost perfectly on top of each other.

Note that the frequency of the fast oscillations with $\omega = \sqrt{4J^2 - \gamma_+^2}$ is mostly unaffected by $N_0$ since $\gamma_+ = \gamma_{\text{loss}}(N_0 + 1)/(N_0 + 2) \approx \gamma_{\text{loss}}$. This explains the behavior shown in Figs. 1(b) and 1(c), which compares the purity oscillations for $N_0 = 100$ and $N_0 = 500$. The oscillation frequency is approximately the same but the time scale of the envelope functions in Fig. 1(c) is stretched by a factor of 5. As a result the first purity revivals for $N_0 = 500$ are small and they become only stronger once the difference of the envelope functions becomes larger, whereas for $N_0 = 100$ already the first purity revival is strong.

IV. ACCURACY OF THE BOGOLIUBOV BACKREACTION METHOD

With interaction between the particles the differential equations of first order couple to the second-order moments and we can no longer solve this set of nonlinear differential equations analytically. Instead Eqs. (10) and (11) are integrated numerically. It is not a priori clear that the Bogoliubov backreaction method yields precise results for this system since the expansion in higher order expectation values converges in powers of the smaller eigenvalue of $\sigma_{\text{red}}$ [32,33]. Thus we can only be sure to obtain accurate results as long as the condensate remains almost pure, i.e., the matrix $\sigma_{\text{red}}$ has one eigenvalue close to one and the remaining eigenvalue is close to zero.
and the covariances confirms this excellent agreement. It is comparing all elements of the single-particle density matrix with the master equation (solid lines) for all trajectories shown. The results obtained with the Bogoliubov backreaction method (solid lines) are in excellent agreement with those of the many-particle calculations (dotted lines) but for stronger interaction the agreement is slightly worse. In these calculations the pure initial state $|\psi_0\rangle = |\varphi = \theta = \pi/2\rangle$ and the particle number $N_0 = 100$ were used. For the master equation it was averaged over 500 trajectories. For longer times (c) the Bogoliubov backreaction method (BBR) shows a behavior similar to a beat frequency that is not observed using the master equation (MEQ). This is used to define the last maximum of the purity where the Bogoliubov backreaction method shows a behavior similar to a beat frequency where the amplitude of the oscillations increases and decreases periodically. This behavior is not found using the many-particle calculations at all. We can now use this observation to identify a limit for the reliability of the Bogoliubov backreaction method. For all trajectories checked we found that the purity revival from one minimum to the subsequent maximum increases for the first oscillations, i.e. $\Delta P_i = P_{\max,i} - P_{\min,i}$ increases with $i$. It decreases for the first time when the first node of the beat frequency is approached. Thus, we use the last maximum where the revival strength still increases as the limit for the Bogoliubov backreaction method. This limit is visualized in Fig. 2(c) by the vertical black line.

Since within this limit there is an excellent agreement between the Bogoliubov backreaction method and the many-particle dynamics one might ask if it is even necessary to take the covariances into account. As mentioned in Sec. II a closed set of equations for the single-particle density matrix is also obtained if we neglect the covariances in Eq. (10), which is equivalent to the approximation $\langle \hat{a}_i^\dagger \hat{a}_k \hat{a}_l \hat{a}_m \rangle \approx \langle \hat{a}_i^\dagger \hat{a}_k \rangle \langle \hat{a}_l \hat{a}_m \rangle$.

The results obtained in this approximation are shown in Fig. 2(d) (solid lines) compared with the many-particle dynamics (dotted lines) for different values of the macroscopic interaction $g$. Using this approximation we still find oscillations of the purity and also the frequency of the oscillation, which increases for larger values of $g$, is well captured. However, the actual values of the purity differ substantially. The many-particle calculations show considerably smaller purities, and the purities become smaller for increasing values of $g$. If the covariances are neglected this influence of the interaction is not found. Instead the purity stays even closer to unity for stronger interactions.

This shows that to understand the physics of a system with balanced gain and loss it is necessary to take the covariances into account. The covariances are fluctuations that are driven by the single-particle density matrix but they also yield a backreaction by the coupling terms proportional to $U$. These fluctuations alter the behavior of the system in an essential manner and are the leading corrections to the dynamics since it is not necessary to consider higher orders to obtain accurate results.

To evaluate the accuracy of the Bogoliubov backreaction method it is compared with results directly obtained using the master equation (1). Figure 2(a) compares the results of the two approaches for different values of the gain-loss parameter with constant interaction strength $g = 0.5$. The results obtained with the Bogoliubov backreaction method (dotted lines) lie nearly perfectly on top of the results obtained with the master equation (solid lines) for all trajectories shown. Comparing all elements of the single-particle density matrix and the covariances confirms this excellent agreement. It is especially remarkable that even for $\gamma = 1.5$ where the purity of the condensate drops to very small values, thus, violating the aforementioned condition, the numerical results nevertheless show this excellent agreement.

Since the approximation of the Bogoliubov backreaction method is applied to the nonlinear interaction term it is expected that the approximation becomes worse for stronger interactions. Figure 2(b) shows the time evolution of the purity for different values of $g$ but with an identical gain-loss parameter $\gamma = 0.5$ and compares the results of the master equation with those of the Bogoliubov backreaction method. Note that there is even a small discrepancy for $g = 0$ where the dynamics of the single-particle density matrix (10) is exact. This discrepancy stems from the fact that the quantum jump method is not exact itself but only becomes exact in the limit of infinitely many quantum trajectories. As expected for stronger nonlinearities the discrepancy between the two approaches becomes slightly larger but is still very good.

There is, however, a fundamental difference between the results of the two approaches for longer times as illustrated by a sample trajectory in Fig. 2(c). After a few purity oscillations the Bogoliubov backreaction method shows a behavior similar to a beat frequency where the amplitude of the oscillations increases and decreases periodically. This behavior is not found using the many-particle calculations at all. We can now use this observation to identify a limit for the reliability of the Bogoliubov backreaction method. For all trajectories checked we found that the purity revival from one minimum to the subsequent maximum increases for the first oscillations, i.e. $\Delta P_i = P_{\max,i} - P_{\min,i}$ increases with $i$. It decreases for the first time when the first node of the beat frequency is approached. Thus, we use the last maximum where the revival strength still increases as the limit for the Bogoliubov backreaction method. This limit is visualized in Fig. 2(c) by the vertical black line.

Since within this limit there is an excellent agreement between the Bogoliubov backreaction method and the many-particle dynamics one might ask if it is even necessary to take the covariances into account. As mentioned in Sec. II a closed set of equations for the single-particle density matrix is also obtained if we neglect the covariances in Eq. (10), which is equivalent to the approximation $\langle \hat{a}_i^\dagger \hat{a}_k \hat{a}_l \hat{a}_m \rangle \approx \langle \hat{a}_i^\dagger \hat{a}_k \rangle \langle \hat{a}_l \hat{a}_m \rangle$.

The results obtained in this approximation are shown in Fig. 2(d) (solid lines) compared with the many-particle dynamics (dotted lines) for different values of the macroscopic interaction $g$. Using this approximation we still find oscillations of the purity and also the frequency of the oscillation, which increases for larger values of $g$, is well captured. However, the actual values of the purity differ substantially. The many-particle calculations show considerably smaller purities, and the purities become smaller for increasing values of $g$. If the covariances are neglected this influence of the interaction is not found. Instead the purity stays even closer to unity for stronger interactions.

This shows that to understand the physics of a system with balanced gain and loss it is necessary to take the covariances into account. The covariances are fluctuations that are driven by the single-particle density matrix but they also yield a backreaction by the coupling terms proportional to $U$. These fluctuations alter the behavior of the system in an essential manner and are the leading corrections to the dynamics since it is not necessary to consider higher orders to obtain accurate results.

V. PURITY REVIVALS

In this section we perform a detailed analysis of the purity revivals using the Bogoliubov backreaction method. Our main interest is to study how the revivals depend on the gain-loss parameter $\gamma$ and the interaction strength $g$. To characterize the strength of the purity oscillations we use the strongest purity revival $\Delta P$, i.e., the greatest increase from a purity minimum to the subsequent maximum. As discussed in the previous
revivals survives. The gain-loss parameters for both (a) and (b) are $\gamma = 0.4$ (upper left), $\gamma = 0.8$ (upper right), $\gamma = 1.2$ (lower left), and $\gamma = 1.6$ (lower right). There are two distinct areas in (a) where the strength of the revivals is reduced. In the center of these areas lie the stationary ground (left area) and excited (right area) states of the Gross-Pitaevskii equation (14). With interaction (b) an additional region (left area) and excited (right area) states (14) of the PT-symmetric Gross-Pitaevskii equation. With interaction (b) an additional region with $\Delta P = 0$ arises for stronger values of $\gamma$ (lower panels). This is the unstable region, in which the particle number diverges and, thus, no stable revivals occur. For increasing values of $\gamma$ this region expands and for $\gamma = 1.6$ only a small area of initial states with stable revivals survives.

The influence of the particle interaction on the purity revivals is shown in Fig. 3(b). For small values of the gain-loss parameter $\gamma$ (upper two panels) the behavior is similar to the noninteraction limit with the difference that the areas with weak revivals are larger. In the lower left panel a new type of area arises on the right-hand side of the excited state where no revivals occur. This is the unstable region where the particle number diverges due to the particle gain. One has to be careful when analyzing the revivals in this region since a diverging state approaches a pure condensate. This happens since nearly all particles are in the lattice site with gain which implies $s_c \approx n$ and thus $P \approx 1$. However, we are only interested in stable revivals and consequently these unstable revivals are excluded. For increasing values of the gain-loss parameter $\gamma$ the unstable region grows and for $\gamma = 1.6$ in the lower right panel only a small region of stable revivals survives in the vicinity of the ground state. In this parameter region strong oscillations are only found at $\varphi \approx \pi/2$.

The observation that an unstable region arises close to the excited state which expands for increasing strength of the gain and loss and finally only a small stable region near the ground state survives is also found for the $\mathcal{P}\mathcal{T}$-symmetric Gross-Pitaevskii equation and was discussed in detail for a spatially extended double-well potential in Ref. [19]. Note that in this reference an attractive interaction was used in contrast to the repulsive interaction used in this work, which essentially switches the roles of the ground and excited state for the stability discussion.

While showing the purity revivals for different initial values gives an excellent overview, it is less suitable to quantitatively discuss the revival strength for different parameter values. To do so we search the initial state that, for constant values of the parameters $g$, $\gamma$, and $N_0$, leads to the strongest revival, i.e., the maximum in one of the panels of Fig. 3. This is implemented using a root search which varies $\varphi$ and $\theta$ such that

$$\frac{\partial \Delta P}{\partial \varphi} = \frac{\partial \Delta P}{\partial \theta} = 0 \quad (24)$$

is fulfilled. Note that $\Delta P$ denotes the maximum revival reached from a specific initial state which was used in Fig. 3 to
characterize the revival strength. Now we search for the initial state where $\Delta P$ is maximum and name this quantity $\Delta P_{\text{max}}$.

The maximum value of $\Delta P_{\text{max}}$ as a function of the gain-loss parameter $\gamma$ is shown for different initial particle numbers and constant interaction strength $g = 0.5$. The revival strengths increase with $\gamma$ but hardly depend on $N_0$. (b) The times at which the revivals shown in (a) occur. For larger initial particle numbers the strongest revivals occur at later times, however, the difference is much smaller compared to the noninteracting limit where the time scales linearly with the particle number. (c) Same as (a) but for a constant large particle number $N_0 = 10000$ and different values of the interaction strength $g$. The revival strength is mostly unaffected by the value of $g$. (d) The times at which the revivals shown in (c) occur. For stronger interaction the maximum revivals occur at smaller times.

With interaction the difference is much smaller and we find a factor that is smaller than 10.

To investigate the influence of the interaction on the purity revivals in more detail, $\Delta P_{\text{max}}$ is calculated for different values of the interaction strength $g$ for a constant large particle number $N_0 = 10000$. Figure 4(c) shows that the actual value of the maximum purity revivals is mostly unaffected by the interaction strength. Since neither the particle number $N_0$ nor the interaction strength $g$ has a significant impact on $\Delta P_{\text{max}}$, we can conclude that the strength of the maximum revivals is almost entirely determined by the gain-loss parameter $\gamma$.

The interaction between the particles, however, also has an impact on the times at which the strongest revivals occur as can be seen in Fig 4(d). We find that for stronger interactions the maximum revivals occur at shorter times. This is an important result since the lifetime of a Bose-Einstein condensate in an experiment is limited and without the on-site interaction significant purity oscillations only occur at very large times for a realistic number of particles. However, our results show that by adjusting the interaction strength it is possible to shift these strong purity oscillations towards shorter times.

**VI. EIGENVECTORS OF THE SINGLE-PARTICLE DENSITY MATRIX**

In this section we study the behavior of the condensed mode. This can be discussed using the eigenvalues and eigenvectors of the transposed reduced single-particle density matrix. The two eigenvalues give the fraction of particles in the condensed and the noncondensed phase. For the two-mode system considered here the eigenvalues contain the same information as the purity and can be written as $\lambda_{1/2} = \frac{1}{2}(1 \pm \sqrt{P})$. Thus, the eigenvalues show a similar behavior as the purity which can be seen in Fig. 5(a) for the stationary ground state and two oscillating states at different values of the gain-loss parameter.

Since the eigenvector to the macroscopic eigenvalue is the single-particle state of the condensed phase it is possible to directly compare this eigenvector with the mean-field state of the Gross-Pitaevskii equation. This extends the discussion in Ref. [23], in which expectation values of the master equation and the $PT$-symmetric Gross-Pitaevskii equation were compared.

We will check whether the condensed mode of the many-particle description behaves stationary if we use the stationary states of the $PT$-symmetric Gross-Pitaevskii equation as initial states. For the ground state this comparison is shown in Fig. 5(b) and a similar result can of course be obtained for the excited state. The comparison shows that indeed also the state itself stays constant. Note that the underlying density matrix entering the master equation is not stationary at all but its purity rapidly decays. Nevertheless the single-particle density matrix stays approximately pure and the eigenvector to the macroscopic eigenvalue behaves stationary.

Figures 5(c) and 5(d) show the same comparison for an oscillating state for $\gamma = 1$ and $\gamma = 1.5$, respectively. In the case $\gamma = 1$ the normalized expectation values of the particle number in the $j$th lattice sites $|c_j| = (\langle n_j \rangle / N_0$ of the many-particle calculations (solid lines) is in very good agreement with the mean-field calculations (dotted lines). The relative phase $\arg(c_1c_2^*)$, however, shows significant deviations.
Since the purity oscillations are driven by the gain and loss of the system these characteristic oscillations are also found in this limit. We showed that the frequency of the purity oscillations is mostly unaffected by the initial amount of particles in the system. However, the time scale of the envelope functions of the purity has a linear dependency on the initial particle number. As a result the time at which strong purity revivals are found is proportional to the particle number and, thus, is very large for realistic condensates.

With interaction the dynamics described by the Bogoliubov backreaction method is an approximation and its accuracy has to be checked. This has been done by a comparison with many-particle calculations using the master equation and the quantum jump method. Motivated by this comparison we formulated a limit for the reliability of the Bogoliubov backreaction method. Within this limit an excellent agreement between the two approaches was found.

Since the Bogoliubov backreaction method takes into account the backreaction of the covariances on the single-particle density matrix, it allows us to quantify the importance of the covariances. Neglecting this backreaction yields results that differ substantially compared with the many-particle dynamics. Thus we can conclude that these covariances are essential to understand the physics of systems with balanced gain and loss.

The main benefit of the Bogoliubov backreaction method is that it requires only little numerical effort. Thus, we were able to characterize the strength of the purity revivals for all possible initial pure states. This showed that apart from an area in the vicinity of the $PT$-symmetric stationary states of the Gross-Pitaevskii equation strong revivals are found independent of the initial state. For stronger gain and loss there is, however, an increasing unstable area where no stable revivals can be found, and for strong gain-loss contributions only the area around the $PT$-symmetric ground state of the mean-field limit is stable.

Since for the Bogoliubov backreaction method the particle number is only a parameter that does not change the numerical costs, it is easy to extend the discussion to larger particle numbers that would not be accessible using the master equation. The calculations showed that both the particle number and the strength of the on-site interaction have little impact on the actual revival strength which consequently is almost exclusively determined by the strength of the gain and loss contributions. As in the noninteracting limit, the times at which the strong revivals occur increases for larger particle numbers, but with interaction the influence is considerably smaller. Increasing the interaction strength even shifts the strong purity oscillations towards earlier times. This is an important effect for the experimental observability of the purity oscillations in systems with balanced gain and loss since the lifetime of a condensate in an experiment is limited.

Finally the single-particle state of the condensed phase, i.e., the state corresponding to the macroscopic eigenvalue of the single-particle density matrix was compared with the mean-field state that enters the Gross-Pitaevskii equation. We found a very good agreement between these states at times where the purity is high, whereas there is a significant discrepancy, especially for the relative phase, if the purity has a dip. For the stationary states of the Gross-Pitaevskii equation
the single-particle state of the condensed phase showed a stationary behavior since the single-particle density matrix is approximately stationary although the underlying density matrix entering the master equation is not. As a next step we will study the steady state of the system. In the noninteracting limit the steady state is an attractor and its form was given in this work, but it will be interesting to also investigate its behavior for interacting particles.
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